Replicated
Distributed Systems




My new startup...

Face Iwit

- Post a picture of yourself and a 144 character note
- No history of past pictures/posts
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Growing FaceTwit
Scale Up vs Scale Out
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Growing FaceTwit

Replicated vs Partitioned
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“Last class...”
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Growing FaceTwit

Performance)vs Reliabilit
- Scale Up

Scale Out
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FaceTwit 2.0!
Face [wit

- Post a picture of yourself and a 144 character note
- No history of past pictures/posts

v2.0 adas...

- Other users can post a comment on a profile page
- My page should show the most recent comment posted

Why will this make consistency more challenging®
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FaceTwit 2.0!

Concurrent updates to replicated state

ID Name Face Post Comment
1 Tim t_jpg “Last class...” |

node-1
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ID Name Face Post Comment
1 Tim t_j Pg “Last class...” N
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Consistency Models




Eventual Consistency

f there are no new updates, eventually all replicas
will have the most recent value

ID Name Face Post Comment
1 Tim t.jpg | “Lastclass...”

node-1

ID Name Face Post Comment
1 Tim t.jpg | “Lastclass...’

node-2




Eventual Consistency
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Strong Consistency

After each update, all replicas will immediately have
the most recent value @

ID

node-1

ID Name Face Post Comment
1 Tim t.jpg | “Lastclass...’ A

node-2




Strong Consistency
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Implementing Strong
Consistency




Primary-Backup Replication

Client contacts Primary

Primary replicates to

backup(s) l comment = "Hil”
ID 'Nam [Face | Post | Comment
7 ID 'Nam [Face | Post & Comment
Where do reads go* —
What to replicate? Backup
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State Machine Replication

Sometimes data is big!
. : Client
Replicate the operation
go Loe| performed, not the l rosizeVideo(v1)
atal
~ R
& vli.mp4 10gb
. . Prima
Treat like a state machine - ” Y J
- Incoming requests just resizeVideo(v1)
perform some operation on hov
that data A

- If all replicas perform same
operations, state Is
consistent
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State Machine Replication

SMR creates a replica

performed

. @ /
Primary order, p set(x=
Actions mugt be gHash Table  x=
deterministic Ay Primary /.J¢!

/

more backup replicas
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SMR Failures

How many failures can

we handle?

What to do on a failure”

TkLMA*\ Hash Tab

ry Y,

[ 7 Pri

Hash Table
Backup
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qd}mg Failures
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/C Primary )

Advance

Handling Failures
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Handling Failures

f=2, t+2 replicas

( Primary )

Backup

Backup

Backup

Advanced Networking and Distributed Systems - Wood & Chaufournier - GWU CS




Handling Failures
5

f=2, Of+1 replicas

. A
( Primary )

Backup

Backup

Backup

Backup
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State Machine Replication

Provides a generic fault tolerance mechanism

- Application just needs to have well defined operations and a way
to avoid non-determinismr

Primary orders requests into log
Backups execute log In order

Log allows out of date replicas to recover
Need 2f+1 replicas to tolerate f failures

But how do we pick who should be primary...”
- Tune In next time!
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